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Surrogates for numerical simulations can be lear-
ned (by “machines”) through sampling inputs to
the simulation to obtain desired outputs. Adequa-
te matching of the latter is likely to not be suffi-
cient for the numerical methods (e.g. calibration
or optimal control) to be applied to the simula-
tions and hence to their surrogates. Consistency
of simulation and surrogate up to a certain order
of differentiation may be required. The “machine”
needs to learn values as well as first and possibly

higher derivatives. Algorithmic differentiation [1]
helps to generate this data.
We discuss two rather different recent applicati-
ons of differential machine learning (also known
as Sobolev training). [2] addresses pruning of
oversized artificial neural networks based on in-
terval adjoint significance analysis. A new exact
matrix-free Newton method is presented in [3].
Its extension to surrogates of appropriate struc-
ture is the subject of ongoing research.
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